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Background and Motivation

• Many anomaly and intrusion detection schemes have been
proposed for WSNs, but those schemes mainly focuses on the
detection of a malicious or faulty node(s)detection of a malicious or faulty node(s).

• All those anomalies and IDS schemes that are cooperative inp
nature needs to share anomalies or intrusions claims. However
those schemes are unable to provide assurance that the report or
claim received by the other node(s) is really send by the trustedclaim received by the other node(s) is really send by the trusted
node(s).
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Problem Statement

• Any unidentified malicious node(s) in the network could send
faulty anomaly and intrusion claims about the legitimate node(s) to
the cluster head base station or any other specific sink node(s)the cluster head, base station or any other specific sink node(s).
Verifying the validity of those claims is a challenging and critical
issue that remains unsolved for WSNs.
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Related Work: Taxonomy
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Related Work:
Classification and Comparison of Existing Schemes

V. Bhuse et al. [1] W. Du et al. [2] C. E. Loo et al. [3]
V. Chatzigiannakis 

et al. [4]
A. P. R. da Silva et 

al. [5]
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Network Model

• Sensor nodes are deployed in an
environment either in a random
fashion or in a grid fashionfashion or in a grid fashion,
– which are organized in any form of

topology (e.g. cluster-based etc).

• Any data-centric (e.g. directed
diffusion etc) or address-)
centric (e.g. AODV etc)
routing scheme could be
usedused.

http://www.alicosystems.com/Wireless%20Sensor%20Networks.gif
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Adversary Model

• A legitimate node which is compromised by an adversary is called
a malicious node.

• So the malicious node could performed malicious activities like
dropping and fabrication of packets etc.pp g p

• Also in order to hide the presence of the adversary, a malicious
node could also perform all the activities like normal nodes do
such as monitoring, ciphering of data, forwarding of packets etc.
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Approach and Definitions

• Reliability can be simply
categorized into three basic levels:
Low, Medium, and High.Low, Medium, and High.
1. In the low reliability mode,

validation is based on the
confirmation from any oneconfirmation from any one
available reliable source.

2. In the medium reliability mode,
validation is based on thevalidation is based on the
confirmation from half of the
available reliable sources.

3. In the high reliability mode,

In order to achieve more flexibility
and adaptability, we introduce
intrusion-aware reliability mode3. In the high reliability mode,

validation is based on the
confirmation from all of the
reliable sources.

concept, in which validation
reliability is based on the level of
threat of anomaly or intrusion.
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Assumptions

• Any cooperative-based distributed anomaly or IDS is already
deployed in the WSNs, which forward claim(s) to the other
node(s) whenever it detects some anomalies or intrusionsnode(s) whenever it detects some anomalies or intrusions.

• The malicious node must fall into the radio range of the
i i d A d h d ( h i d h l i f hmonitoring node. And the node (who received the claim from the

monitoring node) has the knowledge about the neighboring nodes
of the monitoring and malicious nodes.g

• We have also assumed that the multiple sensor nodes in a
neighborhood can sense the same anomaly/intrusion.neighborhood can sense the same anomaly/intrusion.

• We also assumed that all information is exchanged in a secure
encrypted mannerencrypted manner.
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Algorithm: Phase 1  (Consensus Phase)

1. Whenever a designated node received a claim packet
(Line 1) which includes the information about the
identities of the sender & malicious nodes and specific
details about the anomaly and intrusion, it will firsty
checks whether the identity of a new malicious node is
already declare as a malicious node or not (Line 2).

2. If not then the node will first get the common
neighborhood list of the sender and malicious nodesneighborhood list of the sender and malicious nodes
respectively. After that the node will eliminate any
known malicious node(s) from that list(Line 3:6).

3. Then based on the threat level, confirmation request
packet(s) is forwarded to the randomly selected
node(s) from the Nt list (Line 7:19).

• For example, if the threat is of medium level,
then the confirmation request packets are
forwarded to the half of the randomly selectedforwarded to the half of the randomly selected
nodes from the list Nt (Line 10:13).

4. If the information about the malicious node is already
present (line 20) then the node will just update its old

d (Li 21)
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Algorithm: Phase 1  (Consensus Phase)
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Algorithm: Phase 2 (Decision Phase)

In this phase, algorithm will first wait for the
confirmation response packets until ∆t time:

A node will expect three types of responses r from
each node who received confirmation request
packets:

A node i will make the decision (D) about the
validity and invalidity of the claim based on a
following rule:following rule:

If no consensus builds then the algorithm will
make the decision best on its mode that is set by
th d i i t t Th t t f dthe administrator. There are two types of modes:
aggressive and defensive. If algorithm is set as an
aggressive mode then the node will validate the
claim and vice versa.
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Reliability Analysis
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Communication Overhead Analysis

• Communication overhead of the validation algorithm is depended
on three factors:
1 T t l n mb r f intr i n l im (I )1. Total number of intrusion claims (Ic),
2. Number of common trusted neighboring nodes, and
3. Threat level of intrusion or anomaly.

Cost

Low Reliability 2 Ic

M di R li bili IMedium Reliability mtIc

High Reliability 2mtIc

Intrusion-aware Reliability 2Ic+ (Im + 2Ih) mt

• Here, mt represents the average number of common trusted
neighboring nodes, and

• I = I + I + I• Ic = Il + Im + Ih
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Communication Overhead Analysis
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Communication Overhead Analysis
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Conclusion

• Existing cooperative-based anomaly and intrusion detection
schemes of WSNs does not provide assurance that the reports or
claims received by the other node(s) are really send by the trustedclaims received by the other node(s) are really send by the trusted
legitimate node(s).

• Therefore, in this work we have proposed first validation
algorithm for trusting anomalies and intrusion claims.

• This algorithm uses the concept of intrusion-aware reliability
parameter that helps to provide adequate reliability at the modestparameter that helps to provide adequate reliability at the modest
cost of communication.
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Future work

• The proposed work is still in preliminary stage and is based on a
few strict assumptions, such as multiple nodes can sense same
anomaly/intrusionanomaly/intrusion.

• In practical, it is quite possible that only one node can detect somep , q p y
specific anomaly/intrusion. In this case, our scheme will not be
able to validate the claim.

• Algorithm should also needed to be evaluate from the security
resiliency perspective.resiliency perspective.
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